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The magnetization dynamics of a magnetically coupled multilayer structure have been studied by analytical
and numerical methods. The simulated multilayer is disk-shaped and consists of a circularly exchange-biased
ferromagnetic permalloy �Py� layer coupled to an unbiased Py layer, each in a magnetic vortex configuration,
separated by a thin nonmagnetic spacer. The sign and strength of the interlayer exchange coupling was varied,
leading to either parallel or antiparallel vortex chiralities in the two Py layers. The magnetization dynamics
after the application of an external magnetic field pulse normal to the plane of the disks were investigated. Both
analytical and numerical models show two branches of frequency response of circularly symmetric eigenmodes
for both parallel and antiparallel configurations. However, the upper branch mode in the antiparallel configu-
ration is severely damped in the numerical simulations due to coupling with short-wavelength spin waves. The
frequency of the modes can be tuned independently with interlayer exchange coupling strength and exchange-
bias strength. The good agreement between the mode frequencies obtained from the analytical and numerical
models confirms that the main driving forces for the eigenmodes are the magnetostatic field from the radial
motion of the magnetization, and also the interlayer exchange coupling field. In addition, the vortex cores,
which are neglected in the analytical model, are found to play no significant role in the dynamic response.
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I. INTRODUCTION

A magnetic vortex is the stable magnetic configuration for
micron-sized, nanometer-thick ferromagnetic �FM� disks.1 In
a magnetic vortex, the magnetization lies in the plane of the
disk in a flux-closure configuration, with a central core at
which the magnetization is perpendicular to the plane of the
disk.2 The vortex can be described by the sense of magnetic
circulation �chirality� and by the orientation of the central
core �polarity�. The chirality and polarity are independent of
each other, and can be used to define four unique magnetic
configurations. The presence of a vortex affects both the
quasistatic3 and the dynamic4 response of the magnetization
to applied magnetic fields. In the quasistatic response, an
external magnetic field applied in the plane of the disk
causes a lateral displacement of the vortex core perpendicu-
lar to the applied field direction as the magnetic moments
align with the field. The presence of the magnetic vortex also
plays an important role in the dynamic response of the mag-
netization to a magnetic field. This is the case both for the
relatively low-frequency gyrotropic mode,5–7 in which the
vortex core is displaced and then precesses back to its equi-
librium position, as well as for high-frequency eigenmodes8

that can be excited by in-plane and out-of-plane magnetic
field pulses.

These eigenmodes can be described by a set of integers
�n ,m� which define the symmetry and order of the excited
mode. Here, n�0 represents the number of nodes in the
radial direction at a fixed azimuthal angle, while 2�m� de-
notes the number of nodes in the azimuthal direction at a
fixed radial position. When the vortex is excited by an out-
of-plane magnetic field pulse, the resulting eigenmodes are

circularly symmetric and m=0 as there are no azimuthal
nodes. However, when excited by an in-plane magnetic field
pulse, the circular symmetry is broken and eigenmodes with
m�0 are excited. Recent advancements in ultrafast, time-
resolved magnetic imaging techniques based on the
magneto-optical Kerr effect �MOKE� and photoemission
electron microscopy �PEEM� have allowed the experimental
visualization of both the circularly symmetric9 �n ,m=0� and
azimuthal �n , �m��0� modes10 excited by out-of-plane and
in-plane magnetic field pulses, respectively, in patterned fer-
romagnetic disks.

Previous studies of the magnetization dynamics of mag-
netic vortices have focused on single layer9 or exchange-
biased bilayer11 FM disks. However, to date there has been
relatively little work on the dynamics in magnetic hetero-
structures consisting of two FM disks separated by a thin,
nonmagnetic layer. In this trilayer configuration, the magne-
tostatic and exchange interactions between the two FM disks
can alter the remanent state and also the quasistatic and dy-
namic behavior of the FM layers. These magnetic interac-
tions potentially offer added degrees of control over the dy-
namic and quasistatic behavior of the magnetization,
compared with single-layer or bilayer vortex configurations.
In addition, this structure is of practical significance as it is
capable of showing giant magnetoresistance �GMR� or tun-
neling magnetoresistance with the proper choice of ferro-
magnetic and spacer materials and dimensions, which could
potentially be exploited in future magnetic random access
memory technologies.12

Buchanan et al.13 have reported on the stable remanent
magnetization states of a magnetic disk-shaped trilayer struc-
ture consisting of two permalloy �Py� layers separated by a
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Cu spacer of 1–20 nm thickness. Each Py layer had a diam-
eter of 1.2–2.5 �m and thickness 20–40 nm. From micro-
magnetic simulations, they found that when a vortex con-
figuration is energetically preferred, the chirality of the
vortices in the two disks can be either parallel or antiparallel
as the spacer thickness and the sign and strength of the in-
terlayer exchange coupling �IEC� field between the two disks
is varied. Increasing the strength of the IEC was found to
help stabilize a remanent double-vortex structure over the
single-domain structure. Guslienko et al.14 have also re-
ported on the low-frequency coupled gyrotropic response of
magnetization to an in-plane magnetic field in the antiparal-
lel trilayer configuration. More recently, Montoncello et al.15

have presented results from micromagnetic simulations of a
disk-shaped �200 nm diameter�, asymmetric trilayer structure
consisting of two Py layers, 10 and 20 nm thick, respectively,
separated by a 10 nm nonmagnetic spacer. In this work, the
authors report on the high-frequency dynamics of the two
ferromagnetic layers, and found a splitting of the frequency
response of the expected eigenmodes in the layers into an
in-phase and an out-of-phase response, with the frequency
difference between the two branches decreasing with in-
creasing mode number. Due to the presence of the thick �10
nm� nonmagnetic spacer layer, the dynamics were driven pri-
marily by magnetostatic interactions between the two layers
and interlayer exchange coupling between the two Py layers
was not discussed.

Interlayer exchange coupling between two ferromagnetic
thin films across a thin nonmagnetic spacer has been used for
many years in magnetic field sensor technology as a means
of setting the relative orientation of magnetization within the
ferromagnetic layers, for example in those used in magnetic
field sensors based on giant magnetoresistance.16,17 IEC has
also been used in spin-valves in the so-called synthetic anti-
ferromagnetic trilayer in order to control the magnetostatic
fields in the GMR stack.18 In addition to IEC interactions
across metal spacers, both positive and negative IEC have
also been observed across oxide spacers such as MgO.19,20

Exchange bias of a ferromagnetic thin film by an adjacent
antiferromagnetic �AF� layer, such as IrMn, has also been
used to control the magnetization in data storage structures.
While linear exchange bias has been used for many years in
data storage technologies, Sort et al.21 have recently demon-
strated that a circular exchange bias can be obtained in pat-
terned Py/IrMn bilayers with a vortex remanent state. This is
accomplished by heating the bilayer to a temperature above
and subsequently cooling back below the blocking tempera-
ture of the AF IrMn layer, but always remaining below the
Curie temperature of the Py layer. In this way, the magneti-
zation of the AF layer is set by the stray fields of the Py
layer, which is in a vortex configuration. Tanase et al.3 have
experimentally demonstrated that such a treatment can affect
the quasistatic behavior and vortex annihilation/nucleation
behavior of Py/IrMn and CoFe/IrMn bilayers. In addition,
micromagnetic simulations have demonstrated that this cir-
cular exchange bias also affects the dynamic response of the
vortex5,11 in both the gyrotropic and spin-wave frequency
regimes by changing the energy potential of the vortex. In
general, interlayer exchange coupling and exchange bias are
two avenues to controlling the remanent, quasistatic, and dy-

namic behavior of the magnetization in a patterned ferro-
magnetic structure.

In this work, the coupled high-frequency eigenmodes ex-
cited by a magnetic field pulse normal to the plane of a
magnetic heterostructure are investigated by a simple ana-
lytical model and by dynamical micromagnetic simulations.
In particular, the �1,0�-type eigenmodes of the system are
considered. The simulated heterostructure consists of two
ferromagnetic layers of Py separated by a thin, nonmagnetic
spacer layer. The magnetization in both Py layers is set in a
vortex configuration, with either parallel or antiparallel vor-
tex chirality, and one Py layer experiences a circular
exchange-bias field from an adjacent antiferromagnetic layer
of IrMn as discussed in detail in a later section. In particular,
the ability of the interlayer exchange coupling field between
the two ferromagnetic layers and the exchange-bias field
from the AF layer to control the dynamic magnetic behavior
and frequency of the �1,0�-type modes are considered in de-
tail.

II. ANALYTICAL MODEL AND NUMERICAL
SIMULATION DETAILS

The magnetic heterostructure under consideration in this
study was set up to simulate an exchange-biased magnetic
junction, consisting of an AF layer and two FM layers sepa-
rated by a nonmagnetic spacer. The spacer can be either an
insulator, such as MgO for the case of magnetic tunnel junc-
tions, or a metal, such as Cu for the case of a current-
perpendicular-to-plane spin valve structure. The FM layers
were both simulated to be Py. Each FM layer was disk-
shaped with a diameter of 1 �m and 12 nm thickness, for
which the lowest energy magnetic configuration within each
layer is a vortex. The ferromagnetic exchange coupling be-
tween the two FM layers was set to zero, and instead, the two
FM layers interacted via an interlayer exchange coupling
field whose strength could be varied to simulate, for ex-
ample, the spacer thickness or composition.19,20 An AF pin-
ning layer was simulated by defining an exchange-bias field,
the strength of which was chosen to be consistent with IrMn,
and which exerted a circular exchange bias on one of the FM
layers, which will be referred to as the pinned layer �PL�.
The second FM layer experienced no exchange bias from the
AF layer and will be referred to as the free layer �FL�. Two
equilibrium magnetic configurations were identified depen-
dent upon the sign of the interlayer exchange coupling be-

FIG. 1. �Color online� Energetically allowable magnetic con-
figurations for �a� positive and �b� negative interlayer exchange
coupling between the two disks. The white arrow indicates the di-
rection of the exchange-bias field in the PL, while the blue and red
arrows indicate the chirality of the vortex in the PL �bottom� and FL
�top�, respectively.
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tween the two FM layers, as shown in Fig. 1. When the IEC
is positive, the two FM layers share a common vortex chiral-
ity, while a negative IEC will lead to an antiparallel vortex
chirality. Both analytical and numerical models were used to
study the coupled dynamic magnetic response of the lowest-
order eigenmodes excited by a magnetic field applied normal
to the layers.

A. Analytical calculations

In order to gain some understanding for how the lowest-
order eigenmodes interact through interlayer exchange cou-
pling and magnetostatic fields, a simple variational analytical
model was considered for the lowest-order eigenmodes and
the response of the system to an out-of-plane ac magnetic
field. This model described two circular disks, each of radius
R, thickness d, and magnetization density MS. The separation
between the disks was assumed to be negligible, and the
magnetization in each disk was uniform along the z axis,
which was perpendicular to the plane of the disks. One of the
FM layers �PL�, was in contact with an antiferromagnet and
subjected to an exchange-bias field Heb=Heb�̂, and the mag-
netization of both layers was taken to be in an equilibrium
vortex configuration with the same or opposite chirality in
the two layers, depending on the sign of the IEC. The two
layers interact through an effective interlayer exchange cou-
pling field, HIEC, arising because of interlayer exchange cou-
pling, such as Néel orange peel coupling22 or interlayer
Ruderman-Kittel-Kasuya-Yosida interactions.23 Linear per-
turbations were considered about the equilibrium configura-
tions shown in Fig. 1 with the assumptions that the vortex
cores could be neglected and that the magnetization excita-
tions in each layer were dominated by the �1,0� eigenmodes.
The radial part of these eigenmodes was taken to be J1�kRr�,
with x=k1R the first zero of J1�x�, and these were taken to be

approximate eigenfunctions8,9 of the radial component of the

magnetostatic field operator ĥr�M�r��. These trial functions
satisfy the boundary condition of vanishing radial eigenmode
on the edge of the disk. Finally, it was assumed that the
magnetostatic field in the z direction due to perturbations of
the magnetization in layer i=1, 2, corresponding to the PL
and the FL, did not extend outside layer i �this was based on
the assumption that the magnetization density was uniform
along the z axis, and that the thickness of the layers was very
small�.

The dynamics were described by the coupled Landau-
Lifshitz-Gilbert �LLG� equations,

dmi

dt
= −

�e

1 + �2 �mi � Hi� −
�e�

1 + �2mi � �mi � Hi� , �1�

where mi�r�=Mi�r� /MS, i=1, 2, and � is the dimensionless
damping constant; Hi�r� are the effective fields, including an
out-of-plane ac field Hexte

−i�tẑ acting on layer i. The electron
gyromagnetic factor is given by �e and the cgs system of
units is used. The spatial and temporal dependence of the
magnetizations and fields are implied and are not written out
explicitly for ease of notation. Ignoring initial transients, the
time dependence of all fields and magnetizations are then
given by e−i�t in a linear-response approximation. An out-of-
plane ac field only excites modes that are circularly symmet-
ric, given the circularly symmetric equilibrium states. The
magnetization directors were linearized about the equilib-
rium configurations,

m1 = �̂ + m1rr̂ + m1zẑ ,

m2 = 	�̂ + m2rr̂ + m2zẑ , �2�

where 	= 
1. The effective fields are

H1 = HIECm2 − 4�MSm1zẑ + Heb�̂ − MSNrm1rr̂ − MSNrm2rr̂ + Hextẑ ,

H2 = HIECm1 − 4�MSm2zẑ − MSNrm2rr̂ − MSNrm1rr̂ + Hextẑ , �3�

with ĥr�mir�r��=−MSNrmirr̂. Upon linearizing Eq. �3�, we obtain

d

dt�
m1r

m1z

m2r

m2z

� =
�

1 + �2�
− ��	HIEC − MSNr + Heb� �Hd + Heb + 	HIEC� ��HIEC + MSNr� − HIEC

− �MSNr + 	HIEC + Heb� − ��	HIEC − Hd + Heb� − �MSNr − HIEC� �HIEC

��HIEC + MSNr� − 	HIEC ��MSNr − 	HIEC� 	Hd + HIEC

− �	MSNr − 	HIEC� 	HIEC − �	MSNr + HIEC� − ��	HIEC − Hd�
��

m1r

m1z

m2r

m2z

�
+

�

1 + �2�
− Hext

�Hext

− Hext

�Hext

��
m1r

m1z

m2r

m2z

� , �4�
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where Hd=4�MS, which can then be solved for the two
stable magnetic configurations illustrated in Fig. 1.

B. Numerical micromagnetic simulation details

Numerical simulations based on the Landau-Lifshitz-
Gilbert equation of motion were conducted to verify that the
assumptions used within the analytical calculations are valid.
The main assumptions in the analytical model were: core-
core interactions between the two disks were neglected,
higher-order eigenmodes were neglected, and the stability of
the magnetic configuration used within the model.

The magnetization dynamics were simulated by integrat-
ing the LLG equation of motion, Eq. �1�, using a Bulirsch-
Stör integrator optimized for the LLG equation with adaptive
step size and error control.24 The effective field is now given
by Hef f =Hex+Hd+Ha+Heb+HIEC. Here,

Hex = MS�2�2m �5�

is the contribution from the ferromagnetic exchange, with
�2=2A /MS

2, and A is the exchange coupling in units of en-
ergy per unit length. The magnetostatic field Hd is

Hd�r� = −� dr��r − r���� · MS�r��
�r − r��3

; �6�

and the anisotropy field

Ha =
2Kum�r��m�r� · n�r��

MS
�7�

arises from a uniaxial energy density of magnitude Ku and
director n�r�. The heterostructure was simulated as two Py
layers with a negligible space between them. The interlayer
exchange coupling between the two ferromagnetic layers
was taken as HIEC,i=HIECm j where m j is the magnetization
director on the surface of layer j adjacent to layer i. Finally,
Heb�r� is the effective field resulting from the exchange bias
from the antiferromagnetic layer adjacent to the PL. In terms
of cell size a, the magnitude of this effective field is Heb
=	eb / �MSa� where 	eb is the exchange-bias energy in units of
erg /cm2. Cubic cells with edge lengths of either 2 or 4 nm
were used. No discernible differences were seen as a result
of change in grid size. Numerical values appropriate for Py
were used, with A=1.0�10−6 erg /cm and MS
=800 emu /cm3. A uniaxial anisotropy field of Ha=5 Oe
was applied along the x axis.

In order to study the dynamic behavior of the system, an
external magnetic field was applied along the z axis and the
system was equilibrated for 3–10 ns in this field. The field
was then removed, and the LLG equation was integrated for
4–10 ns and the magnetization density was saved every 0.02
ns. The maximum allowed error over all magnetization di-
rectors was set at 1 �rad, and the maximum angular excur-
sion during each time step was limited to 10°. These values
ensure robust integration for these systems. The magnetiza-
tion was averaged across each disk individually, and tempo-
ral fast Fourier transforms �FFTs� were taken of both the
averaged values of mz and mr for both the pinned and free
layers. A Fourier transform method25 was used to image the

response at each FFT peak in order to confirm the symmetry
of the mode. For some configurations the magnetization re-
sponse to an ac driving field was also calculated for a range
of fixed frequencies.

III. RESULTS

Numerical simulations were first used to confirm the ex-
pected stable magnetic configurations illustrated in Fig. 1.
The magnetization of the two disks was initiated in a vortex
configuration following the schematics shown in Fig. 1 and
then allowed to equilibrate for 10 ns. The stable magnetic
configuration for zero or positive values of IEC was found to
be that of parallel vortex chirality and core polarity both in
zero field and after equilibration in a 100 Oe field applied
normal to the plane of the disks �Fig. 1�a��. For negative
values of IEC, the stable magnetic configuration was again a
vortex in both disks, with opposite chirality but parallel core
polarity �Fig. 1�b��. The two vortex cores were found to lie
directly above each other for both positive and negative val-
ues of IEC. Note that in both cases the exchange bias from
the AF layer was fixed, which also fixed the chirality of the
first FM layer in one particular direction.

The linearized equations of motion arising from the ana-
lytical model were solved for the two stable magnetic con-
figurations shown in Fig. 1. Note that for 	=1, HIEC�0, and
for 	=−1, HIEC0, within the analytical model. The result-
ing solution of the coupled �1,0� eigenmodes showed two
branches as the interlayer exchange coupling field was var-
ied, as seen in Fig. 2. For negative values of IEC, the two
modes varied slowly with changing IEC strength, with the
lower branch showing almost no change in its resonant fre-
quency. In contrast, for positive IEC the frequency of the
lower branch increases very quickly with IEC strength. How-
ever the upper branch for positive IEC again shows very
little change with IEC.

FIG. 2. Analytically calculated resonant frequencies of the �1,0�
coupled modes as a function of IEC for Heb=104 Oe. The plot
shows two branches of response for both positive and negative val-
ues of IEC. The upper branch for negative IEC and lower branch for
positive IEC vary strongly with IEC, while the other two branches
are relatively unaffected by IEC field. The vertical dashed lines at

60 Oe denote the IEC values used for more detailed
investigations.
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A more detailed investigation of the two branches was
conducted for two cases: HIEC=+60 Oe and HIEC=−60 Oe.
In both instances Heb=100 Oe. These two values of IEC are
highlighted by vertical dashed lines in Fig. 2, and correspond
to the two magnetic configurations shown in Figs. 1�a� and
1�b�. Both the analytical and numerical models were used to
study these two systems in detail. In the analytical model, an
ac driving field was applied to the system in order to extract
the susceptibility and linear response as functions of fre-
quency of the driving field. The following sections discuss
the behavior of the upper and lower branches for the case of
positive and negative IEC in greater detail. It should be noted
that for technical simplicity in the numerical simulations, the
IEC field values were HIEC=+62.5 Oe and HIEC=
−62.5 Oe. The dispersion relation seen in Fig. 2 shows that
a 2.5 Oe offset causes only an inconsequential shift in the
frequency within the analytical model.

A. Dynamic response for positive interlayer exchange coupling

The analytical model was first used to investigate the dy-
namic response for positive IEC. The frequency response of
the mz component of magnetization of each FM layer to an
applied ac magnetic field is plotted in Fig. 3�a� for HIEC

=60 Oe and Heb=100 Oe. In this figure, the frequency is
color-coded from black to yellow with increasing frequency
from 0 to 13 GHz. The two branches of the solution are
readily seen as two distinct peaks for each layer. The high-
frequency peak appears well defined for both the free and
pinned layers at 9.3 GHz, with the PL showing a stronger
response than the FL. The shape of the low-frequency mode
�inset of Fig. 3�a��, at a frequency of about 3.9 GHz, is
clearly different from the high-frequency peak, and its nature
is not easy to ascertain from the amplitude-frequency plot.

In order to understand the amplitudes and relative phase
of the response in the two layers, Argand diagrams of the real
and imaginary components of the response were constructed
for both layers, and are shown in Fig. 3�b�. The frequency of
each data point is displayed using the same color-coding as
used in Fig. 3�a�, and small arrows are included in each
Argand diagram to indicate the direction of increasing fre-
quency. The frequency of the modes can be determined from
the points at which the curves are at extrema from the zero-
frequency point, and are indicated in the figure as �� � and
��� for the lower and upper branches, respectively. From the
Argand diagram, it can be seen that the response of mz for
the pinned layer and the free layer are 180° out of phase and
have small amplitude at the low-frequency mode �inset of
Fig. 3�b��. In contrast, the responses of mz for the two layers
at the high-frequency mode are in phase and have large am-
plitude. Similar Argand diagrams, showing the response of
the radial components of magnetization, mr, for the PL and
FL are depicted in Fig. 3�c�. This figure shows that the re-
sponses of mr for the PL and FL are 180° out of phase and
have small amplitude at the low-frequency mode, whereas at
the high-frequency mode the responses of the two FM layers
are in phase and have large amplitude. Together, these two
Argand plots show that at the low-frequency mode, both the
radial and z components of the magnetization in the two FM
layers act 	180° out of phase relative to each other, while
for the high-frequency mode the magnetization in the two
layers moves in phase. In addition, the radial components of
the magnetization are 90° out of phase relative to the z com-
ponents. Finally, the response of the magnetization in the PL
is of larger amplitude than that of the FL for the high-
frequency mode, whereas the converse is true for the low-
frequency mode.

For the numerical simulations, temporal FFTs were calcu-
lated from the average values of the mz and mr components
of magnetization for each ferromagnetic layer. The results
were then plotted on Argand diagrams similar to those used
for the analytical mode, and are shown in Figs. 4�a� and 4�b�.
The plots share a number of similar features with their ana-
lytical counterparts shown in Figs. 3�b� and 3�c�. Both plots
show two circular traces, from which the mode frequencies
can be determined as approximately 3.5 and 6.0 GHz. Simi-
lar to the results from the analytical model, for both mr and
mz the low-frequency responses of the FL and PL are out of
phase, while they are in phase at the high-frequency mode.
The frequency obtained for the lower mode from the analyti-
cal and numerical models is in very good agreement, while
there is a larger discrepancy for the upper mode. This is
because the upper mode is driven primarily by the magneto-
static fields, which are less accurately represented by the trial

FIG. 3. �Color online� �a� FFT spectra of the mz component
response to an ac magnetic field in the PL ��� and FL ��� for
HIEC=+60 Oe, Heb=100 Oe, calculated from the analytical model.
Two modes are present at 9.3 and 3.9 GHz �magnified in inset�. The
figure is redrawn on an Argand plot �b� to better visualize the phase
relation between the PL and FL at both frequencies and the
mr-component response is also plotted �c�. The frequency is plotted
on a thermal scale shown in �a� and the peak frequencies positions
are highlighted with a ��� and �� � for the upper and lower
branches respectively. Arrows are included to indicate the direction
of increasing frequency. At the lower frequency, the mr components
in the PL and FL move 	180° out of phase, as do the mz compo-
nents. At the high-frequency mode both components move in phase.
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functions. The results of the numerical model also include
additional high-frequency behavior in the range of 8–10 GHz
resulting from higher-order modes, which were not included
in the simple analytical model. These modes have been dis-
cussed previously for isolated and exchange-biased
disks9,11,26 and will not be discussed in further detail here.

B. Dynamic response for negative interlayer exchange
coupling

Similar Argand diagrams were generated for an IEC field
of −60 Oe for both the mr and mz components of magneti-
zation using the analytical model, and the results are shown
in Figs. 5�a� and 5�b�. Similar to the results for the positive
IEC, two circles are found representing the low and high-
frequency modes of the system at 2.0 and 9.8 GHz. As was
the case for positive IEC, the high-frequency mode has larger
amplitude than the low-frequency mode and the response of

the PL components of magnetization has larger amplitude
than that of the FL for the high-frequency mode, whereas the
converse is true for the low-frequency mode. At the high-
frequency mode, the radial components of magnetization in
the PL and FL are in phase, while the z components are 180°
out of phase. At both modes, the radial and z components
within each layer are approximately 90° out of phase. How-
ever, the phase relation between the z components of mag-
netization in the two layers is more complicated due to a
competition between exchange bias and IEC in the restoring
torque equation at the low-frequency mode and will be dis-
cussed later.

Corresponding numerical simulations using an IEC field
of −62.5 Oe showed much more complicated behavior �re-
sults not shown�. The FFTs calculated from these simulations
routinely showed a clear low-frequency mode in which the z
components of magnetization move in phase, while the mr
components moved out of phase. However, there was little

FIG. 4. �Color online� Argand diagrams showing the FFT re-
sponse from the numerical simulations of the �a� mz and �b� mr

components of magnetization in the PL ��� and FL ��� for Heb

=104 Oe and HIEC=+62.5 Oe. Two modes are apparent at 3.5 �
� � and 6.0 GHz ���, and the phase relation and relative amplitude
of the two modes is consistent with the analytical result seen in
Figs. 3�b� and 3�c�.

FIG. 5. �Color online� Argand diagrams showing the FFT re-
sponse of the �a� mz and �b� mr components of magnetization in the
PL ��� and FL ��� calculated from the analytical model �Heb

=100 Oe and HIEC=−60 Oe�. At the low-frequency mode at 2.0
GHz �� � �magnified in insets� the mz components in the FL and PL
are in phase, and the mr components are 180° out of phase. The
opposite phase relation is observed at the higher frequency mode
seen at 9.8 GHz ���.
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definitive evidence of the expected high-frequency branch
behavior. The following additional numerical simulations
were performed to explain this discrepancy.

1. Pumped field numerical simulations

One possible reason for not observing a high-frequency
mode could be that such a mode is strongly damped for
negative IEC. In the numerical simulations in which a field
pulse was applied to the system, a strongly damped response
would be difficult to discern but could be more easily de-
tected if the system was driven at the resonance frequency of
the mode. Therefore, a series of simulations were performed
with an ac pumping field. The simulations covered a range of
pumping frequencies with a fixed frequency for each simu-
lation. While no clear resonance was observed at any fre-
quency, for each frequency, transient responses at about 1.4
and 7 GHz were observed in the FFTs of the average mag-
netization components. In order to illustrate these transients
more clearly, a compound FFT was generated by adding the
individual FFTs from different pumping frequencies to-
gether, and subtracting the response at each specific pumping
frequency. This allows the rather weak transient responses to
be visualized. These are shown in Fig. 6 for both the radial
and z components of magnetization. The low-frequency re-
sponse is seen as a broad peak due to the presence of several
higher-order modes within this frequency range. For the
high-frequency response, a clear peak is visible at 7 GHz in

the plot of mz for the pinned layer, but the response of mz in
the free layer and mr in both layers is much more subtle at
this frequency. This of course does not prove the existence of
eigenmodes at these frequencies, but does give an indication
that there are resonances at them.

2. Effect of vortex core-core interactions

It is possible that vortex core-core interactions, included
in the numerical simulations but omitted from the analytical
model, are responsible for the difference between the re-
sponses observed for the analytical and numerical models for
negative IEC. These interactions might be responsible for
coupling the high-frequency mode to other dynamics, such
as spin waves or core dynamics, effectively damping out the
high-frequency eigenmode. In order to investigate this pos-
sibility, numerical simulations were performed in which the
magnetization of each layer was removed from a circular
region of diameter 40 nm at the center. In this way, the layers
kept their vortex configuration but the vortex cores were re-
moved. However, clear evidence for the eigenmodes was not
seen either for pulsed or driven excitations of the system. In
contrast, a comparable simulation with positive IEC repro-
duced the same dynamic response with and without the cir-
cular region removed. Therefore, vortex core-core interac-
tions were not responsible for making the high-frequency
mode unobservable for negative IEC.

3. Effect of decreasing the magnetization density MS

The negative values of IEC could shift the frequencies of
the spin-wave sector such that the high-frequency eigenmode
was immersed in a spin-wave continuum and therefore
strongly damped. In order to further clarify the behavior of
the system with a negative IEC, analytical and numerical
simulations were performed on a system with a magnetiza-
tion density �Ms� of only 300 emu /cm3. This was done in
order to shift the upper branch behavior to a lower frequency,
away from the expected short-wavelength spin-wave fre-
quencies. The strength of the exchange-bias field Heb was
maintained at its standard strength by appropriately adjusting
the exchange-bias energy density 	eb. The results from the
analytical model calculations using the decreased value of
MS are plotted on Argand diagrams in Figs. 7�a� and 7�b� for
the mz and mr components of magnetization. The two distinct
�1,0� modes are readily apparent and show similar behavior
as before, but at lower frequencies �1.3 and 4.2 GHz for the
lower and upper branches, respectively, compared to 2.0 and
9.8 GHz for MS=800 emu /cm3�. The results of the similar
numerical simulation are plotted in Fig. 8. In this simulation
the two expected modes are identifiable at 1.1 and 3.8 GHz,
and show good agreement with the analytical result for both
the frequency of the modes and also the relative phases of
the response in both mr and mz. However, it is interesting to
note that the amplitude of the response of the high-frequency
mode is still much lower in the numerical simulation than is
expected from the analytical model. This suggests that the
high-frequency mode continues to be quickly damped. In-
spection of the symmetry of the two modes at 1.1 and 3.8
GHz found in the numerical simulation confirms that they

FIG. 6. �Color online� FFT response of the �a� mz and �b� mr

components of magnetization to a pumped ac magnetic field at vari-
ous frequencies in the PL ��� and FL ���, calculated from numeri-
cal simulations �Heb=104 Oe, HIEC=−62.5 Oe�. In the figure is
plotted the sum of the FFTs at all pump frequencies with the spe-
cific pump frequency response subtracted. The plot shows a clear
low-frequency response �1.4 GHz� and a possible high-frequency
response �	7 GHz�.
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are in fact �1,0� modes, which was previously difficult to
conclude for the upper branch response with MS
=800 emu /cm3.

C. Restoring torque: balancing Heb against IEC

As could be seen from Fig. 5, the phase relation between
the z components of magnetization in the FL and PL for
negative IEC is complicated at the low-frequency mode. In
order to investigate this further, the relative effects of the
restoring forces exerted on the magnetic moments in the two
layers by the IEC field and by the exchange-bias field were
investigated. The nature of the modes can be obtained by
considering the magnetostatic fields—at the high-frequency
mode, the radial components of the PL and FL magnetization
are in phase, resulting in a large magnetostatic field in the
radial direction and a mode frequency almost independent of

IEC and only weakly dependent on exchange bias. At the
lower-frequency mode, the radial components of the PL and
FL magnetizations are out of phase and the magnetostatic
fields cancel to lowest order, resulting in a lower frequency
and a dispersion dominated by IEC and exchange bias. By
assuming that �m̂PL=�mPLMSr̂ and �m̂FL=−�mFLMSr̂, Eqs.
�8� and �9� show that the torques exerted on the magnetiza-
tion in the FL and PL, respectively, for positive IEC, are

�FL = − �MS�̂ � HIECr̂��mPL = MSHIEC�mPLẑ , �8�

�PL = − �MS�̂ � �HIEC�mFLr̂�� − �MS�mPLr̂ � Heb�̂�

= − �MSHIEC�mFL + MSHeb�mPL�ẑ . �9�

As can be seen, the contributions from HIEC and Heb to the
torque on the PL magnetization act in the same direction, and

FIG. 7. �Color online� Argand diagrams showing the FFT re-
sponse of the �a� mz and �b� mr components of magnetization in the
PL ��� and FL ��� calculated from the analytical model: Heb

=100 Oe, HIEC=−60 Oe, but a reduced saturation magnetization
of MS=300 emu /cm3. The qualitative phase relations and relative
amplitude of the modes are the same as for higher MS, but mode
frequencies have been redshifted to 1.3 �� � and 4.2 GHz ��� for
the lower and upper branches, respectively.

FIG. 8. �Color online� Argand diagrams showing the FFT re-
sponse calculated from the numerical simulations of the �a� mz and
�b� mr components of magnetization in the PL ��� and FL ���:
Heb=104 Oe, HIEC=−62.5 Oe and MS=300 emu /cm3. Both low-
and high-frequency modes �1.1 �� � and 3.8 GHz ���, respec-
tively� are now apparent, and have the expected phase relationship
seen in the analytical model for negative values of IEC. However,
the high-frequency mode is severely damped, in particular in the mr

response �see inset �b��.
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therefore the relative phase of mz between the pinned layer
and free layer remains fixed. For negative IEC, however, the
situation is more complicated, as can be seen from Eqs. �10�
and �11�,

�FL = − �− MS�̂ � �− HIECr̂��mPL� = MSHIEC�mPLẑ ,

�10�

�PL = − 
MS�̂ � �− HIEC�mFL�− r̂��� − �MS�mPLr̂ � Heb�̂�

= �MSHIEC�mFL − MSHeb�mPL�ẑ �11�

In this case, the contributions from IEC and from exchange
bias to the torque on the pinned layer magnetization, �PL, act
in opposite directions, such that the sign of �PL will depend
on the relative strengths of the IEC and exchange bias. This
will then also affect the relative phase of the z components of
magnetization in the FL and PL. Two examples of this for the
low-frequency mode are shown on the Argand diagram in
Fig. 9. In both cases the value of HIEC is −60 Oe. The FL
response is to the left of the axis and the PL response is to
the right. The two data sets shown are for Heb=50 Oe and
400 Oe. As can be seen, for Heb=50 Oe, the peak positions
for both FL and PL response lie on the real axis, however for
Heb=400 Oe, this is not the case. Both the PL and the FL
response have shifted vertically up the imaginary axis, with
the shift being greater for the FL response than for the PL
response. In addition the PL response has shifted along the
positive real axis. These changes lead to a difference in the
relative phase of mz for the two layers. Furthermore, as the
magnetostatic fields nearly cancel at the lower-frequency
mode, the PL response is controlled by exchange bias and
IEC, while the FL response is controlled only by IEC, in
addition to the relatively weak magnetostatic fields. There-
fore, the FL response has a larger amplitude at this mode,
and a small change in exchange bias results in a larger
change in the FL response than in the PL. A final point to
note is that increasing the strength of Heb shifts the mode
frequency to a higher value, in this case from 1.4 GHz for

Heb=50 Oe to 3.8 GHz for Heb=400 Oe. The upper branch
experiences a similar shift from 9.7 to 10.7 GHz. These
shifts are in good agreement with previous studies of the
effect of Heb on resonant mode frequencies in exchange-
biased magnetic vortices.5,11 This demonstrates that the
strength of Heb, in addition to and independent of IEC, can
be used to alter the frequency response of the system.

IV. DISCUSSION

For the magnetic heterostructure under consideration, two
stable magnetic configurations were identified by micromag-
netic simulations in which each ferromagnetic layer has a
centered vortex as its stable magnetic configuration. For
positive values of interlayer exchange coupling, the chirality
of the two vortices was found to be parallel, while for nega-
tive IEC the chirality was antiparallel. This is in good agree-
ment with previous work by Buchanan et al.13 Single domain
states can also be expected to arise from this multilayer
structure, but were not seen in this study due to the choices
of materials and dimensions.

Magnetostatic and IEC interactions couple the modes of
the individual ferromagnetic layers. In the present work, the
coupled �1,0� modes, which are split into two separate
branches as a result of the coupling, have been considered. A
simple analytical model, in which the restoring torques arose
because of IEC, exchange bias, and approximate magneto-
static fields based on a nodeless trial function for the indi-
vidual �1,0� modes, was compared with micromagnetic simu-
lations. By comparing the results from the two models it is
possible to determine which interactions control the disper-
sion relations and phase relations of the coupled �1,0�
branches.

For positive IEC, the agreement between the analytical
and numerical models is very good. The lower branch of the
coupled �1,0� modes has a positive dispersion as a function
of the IEC, while the upper branch is rather flat. The agree-
ment between the two models confirms that exchange bias,
IEC, and the magnetostatic field from the near-uniform
modes control the frequencies. The magnetostatic fields are
primarily in the radial direction. In the lower branch, the
radial components of magnetization in the PL and FL are out
of phase with the consequence that the magnetostatic fields
from the PL and FL nearly cancel each other in each layer.
The restoring torque is then almost exclusively a result of
IEC and exchange bias �on the PL�. With the radial compo-
nents of magnetization out of phase, the restoring torques
increase with increasing IEC, with increasing frequency as a
consequence. The fact that the magnetostatic fields cancel
also leads to the agreement between the numerical and ana-
lytical results being very good—the main approximation in
the analytical model is the shape of the magnetostatic fields,
and they do not affect the frequency of these modes.

In the upper branch the radial components of magnetiza-
tion in the PL and FL move in phase for positive IEC. There-
fore, the dispersion of this branch is controlled by the mag-
netostatic fields, while the IEC plays an insignificant role �an
increase in frequency with IEC is a result of the fact that the
z components of magnetization in the two layers are 180° out

FIG. 9. �Color online� Argand diagrams from the analytical
model showing the FFT of the low-frequency mz response for weak
and strong values of Heb with HIEC=−60 Oe and MS

=800 emu /cm3: PL Heb=50 Oe ���, FL Heb=50 Oe ���, PL
Heb=400 Oe ���, FL Heb=400 Oe ���. The resonant frequencies
are 1.4 �� � and 3.8 GHz ��� for Heb of 50 and 400 Oe, respec-
tively. In addition to changing the resonant frequency of the eigen-
modes, altering the strength of Heb changes the energy balance be-
tween exchange bias and IEC in the restoring torque equations, and
shifts the relative phase of the mz response in the low-frequency
mode.
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of phase�. Here, the shape of the trial function used in the
analytical model clearly matters and the analytical model,
being a variational model, overestimates the frequencies of
this branch, which is consistent with the results of similar
calculations on bilayer vortices.11

For negative IEC, there are significant discrepancies be-
tween the results of the numerical and analytical models for
the approximate Py parameters used here. The possibility
that these discrepancies result from vortex core-core interac-
tions was ruled out by performing numerical simulations in
which the vortex cores had been removed. As stated earlier,
the analytical model is based on a linear response to restor-
ing torques only from exchange bias, IEC, and magnetostatic
fields from the simple nodeless trial functions for the mag-
netization response. This model does not contain spin-wave
modes driven primarily by intralayer ferromagnetic ex-
change, while the numerical simulations do. This suggests
that for negative IEC, the spin-wave sector of the spectrum is
significantly redshifted to immerse the upper branch of the
coupled �1,0� mode in the spin-wave sector. As a conse-
quence, the high frequency coupled �1,0� modes would be
heavily damped because of coupling to spin waves, and thus
rendered nearly unobservable. This suggestion was sup-
ported by numerical simulations in which the magnetization
density was reduced, while the IEC and exchange-bias fields
were kept constant. This had the effect of reducing the mag-
netostatic field from the nodeless coupled �1,0� modes, with
a resulting large separation in frequency between these
modes and the intralayer exchange-driven spin waves. As a
consequence, the coupled �1,0� modes were less damped and
therefore observable in the numerical simulations.

It is important to note that a redshift of the spin-wave
spectrum cannot be obtained perturbatively from linear-
response theory. This suggests that nonlinear coupling be-
tween magnetostatic fields, IEC, and exchange fields are im-
portant in mixing the spin waves with the coupled �1,0�
modes. It is an interesting observation that for zero IEC, the
numerical and analytical models agree well, and the response
is obtained by continuation from the positive-IEC branches.
However, even for very small but negative IEC, the large
discrepancies between the numerical and analytical models
appear �for Py parameters�. This suggests that negative IEC
acts as a singular perturbation on the nonlinear coupling be-
tween magnetostatic fields and exchange.

Higher-order eigenmodes can also be seen within the re-
sults of the numerical simulations for both positive and nega-

tive IEC. For example, the FFT spectra with positive IEC
show clear peaks for the �2,0� and �3,0� modes in the upper
branch at frequencies of 9.5 and 11.5 GHz, respectively.
However, these peaks are difficult to visualize in the Argand
diagram shown in Fig. 4 since the amplitudes are nearly an
order of magnitude smaller than the �1,0� mode. In contrast,
the �2,0� mode of the lower branch for negative IEC is quite
visible in Fig. 8 at 1.5 GHz since it has nearly the same
amplitude as the �1,0� mode at 1.1 GHz

V. CONCLUSIONS

In summary, the magnetization dynamics in a disk-
shaped, magnetically coupled multilayer structure consisting
of two Py layers, each in a vortex configuration and sepa-
rated by a nonmagnetic spacer, in response to a magnetic
field pulse applied normal to the plane of the disk have been
studied using an analytical model and numerical micromag-
netic simulations. The sign of the interlayer exchange cou-
pling between the two Py layers led to either parallel or
antiparallel vortex chiralities in the remanent state. For both
positive and negative IEC, both analytical and numerical re-
sults showed a two-branched frequency response for the low-
est order circularly symmetric �1,0� eigenmode. For positive
interlayer exchange coupling, the upper and lower branches
are determined by magnetostatic fields and IEC, respectively.
This means that these mode frequencies and, to some extent,
the difference between them, can be controlled in applica-
tions by materials selections for the ferromagnetic layers and
the spacer layer, as well as by the thickness of the spacer
layer. For negative IEC, the spectrum is much more compli-
cated because of interactions between magnetostatic fields,
IEC, and ferromagnetic exchange, leading to a wider range
of parameters that can be used to control the response of the
system and thus “tune” it for particular technological appli-
cations.
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